3.2 1* Order First Degree Equations

Here we will study some techniques using which we can obtain exact solution of the first-
order equations.
» The equation is of the form: %— = fl(z,y) or, equivalently | M (x,y)dz + N(z,y)dy = 0|

. ] . ; . ) )
» Total differential ‘df” of the function f(z,y) is |df = —£d$ + E'gd-y X
[ : M(z,y)dx + N(z.y)dy = 0 is exact iff %‘% = %‘%, Y(x,y) € D] Here M, N
have continuous first partial derivatives at all points (x,y) in a rectangular domain D.

> |Solve Using Rule 1 |: If exact then compute: [ M 0z = f(z,y) +g(z,y) and [ N dy =
flz,y) + h(z,y). Then f(z,y)+ g(z,y) + h(z,y) = c is the solution.

o It Yourse .16. T,y) =r*y + 2ry’, (z,y) € & then find ‘df "
Do It Yi If] 3.16. I 2 2r3 R th d df’

[Do It Yourself] 8.17. Check whether the differential equations are exact or, not: i) y*dr+
2eydy = 0, ii) ydr + 2xdy = 0, iii) [2rsin(y) + ye®]dr + [22 cos(y) + 3y?e®|dy = 0,
iv) 2oy + )dr + (22 + 4y)dy = 0, v) (32%y + 2)dxr — (23 + y)dy = 0, vi) (6% +
1) cos(r)dr + 20sin(r)df = 0, vii) [ysec?(z) + sec(z)tan(z)|dx + [tan(z) + 2y|dy = 0,
viii) (z/y? + x)dz + (22 /y* + y)dy = 0.

Example 3.3. Solve the equation (3x% + 4zy)dzx + (2% + 2y)dy = 0.
= The given equation can be written as M(z,y)dr + N(x,y)dy = 0 where
M(z,y) = 3x% + 4oy = %ﬂ;—f =4r and N(z,y) = 227 4+ 2y = %} = 4r.

Since %ﬂ;—f = %‘% , S0 the given equation is eract.

Now [ M 8z = [(3z% + 4zy) 8z = z° 4+ 2z%y and [N Oy = [(22% +2y) Oy = y* + 22%y.

So the solution is 2r’y + z° 4+ y* = ¢, where ¢ is an arbitrary constant.

[Do It Yourself] 3.18. Solve [2x cos(y) + 3z2y|dz + [2% — x?sin(y) — y|dy = 0, y(0) = 2.

[Ans : 2% cos(y) + 2%y — y2/2+ 2 =0.]

[Do It Yourself] 3.19. Solve the IVP’s: i) (3x%y* — y* + 2x)dx + (22°y — 3xy? + 1)dy =

0, y(—2) = 1, ii) [2ysin(zx)cos(z) + y?sin(z)|dr + [sin?(x) — 2y cos(zx)|dy = 0, y(0) =
2

3, iii) (ye® + 2e* + y2)dxr + (e® + 2zy)dy = 0, y(0) = 6, iv) {3—;}}{& + (%;E}dy =

0, y(—1)=2.

3.2.1 Integrating Factor (I.F.)

An integrating factor is a function by which an ordinary differential equation can be
multiplied in order to make it integrable. Suppose the equation M (x,y)dr+ N (x,y)dy =0
is not exact. Now a(r,y) is said to be an LF. if aMdz + aNdy = 0 is exact.

» |Rule 2} fi(2)g1(y)dz + fa(x)g2(y)dy = 0 is a separable equation and can be solved by
Lde + Ldy =0,

» In the separation process we assumed that fs, g, # 0. It implies we lost some solutions

due to this process.



» Homogeneous Function: A function f(x,y) is said to be a homogeneous function of
degree n if f(tx,ty) = t" f(x,y). For ex. f(x,y) = 3oy — y* = fltx.ty) = t2f(z,y) =
Homogeneous of degree 2.

» Homogeneous Function: A function f(z,y,z) is said to be a homogeneous function of
degree n if f(tz, ty,tz) =" f(x,y, z).

» Homogeneous Function-1I: A function f(r,y) is said to be a homogeneous function of
degree n if f(z,y) = z"¢(£). For ex. f(z,y) = 3zy —y* = 2%(3% — -_%i-} = r?g(4).

» Homogeneous Function-11: A function f(x,y,z) is said to be a homogeneous function
of degree n if f(z,y,z) =z"¢(%. 2). If f(z,y,2) = -y”t_j:(i% then also homogeneous.

» Homogeneous Equation: M (z,y)dr + N(z,y)dy = 0 is said to be homogeneous if M, N

are homogeneous of same order. Equivalently % = f(z.y) 1s homogeneous if f(x,y) is
homogeneous.

> : Mdzr + Ndy = 0 is a homogeneous equation then [ [.F. = m '

»|Rule 4} Mdr+Ndy = 0is of the form: fy(xy)y dr+ fo(zy)z dy = 0 then|I.F. = Mz—l_mg ,
provided Mz — Ny # 0.

[Do It Yourself] 3.20. Solve i) (z —4)y* dr —2%(y* — 3) dy = 0, ii) xsin(y) dr + (=2 +

1)cos(y) dy =0, y(1) = m/2.
[Hint : Separable, (z%+ 1)sin®(y) = 2]

Example 3.4. Solve the differential equation (x> — 3y*) dx + 2zy dy = 0.

= Here (z2 — 3y?) dx + 2xy dy = 0 is a homogeneous equation.

Th IF.— L — L It implies T3 de 4 =2 gy — 0
erefore, I.F. = (T T G i w8 t implies - — T+ —7 Yy =Us eract.

22 32, . . . .

—Q_rzgf—yg Oz +3 [ 1 8r = —In(z* — y*) + 3In(x).

Again ff%; oy = —fP__QJyg dy = —In(z? — 3?).

So the solution is —In(x? —y?) +3In(zx) = ¢; = Eg%g’ = e = ¢ = 2% = c(x? — y?) where

¢ is an arbitrary constant.

[Do It Yourself] 3.21. Solve the IVP: (y + /22 + y?)dz — zdy =0, y(1) = 0.
[Ans : 2y = z% — 1]

[Do It Yourself] 3.22. Solve the Ode’s: i) (e” + 1)cos(u) du + €”(sin(u) + 1) dv = 0,
ii) (x4y) de—x dy = 0, i) (2zy+3y?) do—(2zy+2?) dy = 0, iv) v° dut(v® —ur?)dv = 0,
v) (ztanf + y) de —x dy = 0, vi) (Vr +y+ VT —y)de+(Vz—y—z+y)dy=0,




3.2.2 Special Integrating Factors (I.F.)

» Suppose M (z,y)dz + N(z,y)dy = 0 is not exact.

» |Rule 5} If ﬁr[%r;—f - %1}} = f(z) is a function of z. Then |I.F. = ¢/ (=) d= |
» |Rule 6 If 7‘1?{%?;—{ — %%} = g(y) is a function of y. Then |I.F. = ¢~ J9W) dv|

» |Rule 7} Multiply M (z,y)dz + N(z,y)dy = 0 by |2%y®| The new Ode: M, (z,y)dx +
Ni(z,y)dy = 0 and find «, 5 using the exactness property i.e. %%L = %%‘-

[Do It Yourself] 3.23. Solve the Ode’s: i) (z + 2y + 3)dz + (2= + 4y — 1)dy = 0,
i1) (z—2y+1)dz+(4x—3y—6)dy = 0, ii7) (224+3y+1)dr+ (dx+6y+1)dy =0, y(—2) = 2,
iv) 3z —y — 6)dz + (z +y+ 2)dy =0, y(2) = =2, v) (z? + y? + 1)dz — 2xydy = 0,
vi) 2rydr + (y2 — 22)dy = 0, vii) (zy? — V=" )dz — 22ydy = 0, viii) 2y3(2ydz + zdy) —
(5ydzr + Txdy) = 0, ix) (y° — 2yz?)dx + (2zy? — 2%)dy = 0, z) (2 + zy*)dr + 23 dy = 0,
ri) (2zyte¥ + 2zy® + y)dr + (z2y*e¥ — 2y? — 3z)dy = 0.

[Hint : i)Easy substitution, ii) Trans form to origin, ix) Rule 7, x) Rule 5, ri) Rule 6]

[Do It Yourself] 3.25. The solution of the differential equation.: % = %, y(m/2) =
0 is

(A) y*cosx +xsiny =0. (B) y?sinz + rcosy = 7/2.
(C)y?*sinx + rsiny =0. (D) y?cosz + rcosy = w/2.

3.2.3 First Order Linear ODE

» First Order Linear ODE on y is: % + P(z)y = Q(x)}

[ % + P(z)y = Q(x) has | LF. = e/ P 4= | [Prove]

Example 3.5. Solve the differential equation % + @y =e 2%,

= The given equation is a first order linear ODE on y is of the form % + P(x)y = Q(x).
Here P(x) = %Q(I} —e 2,

Therefore, I.F. = el P & — exp[[(2 + 1) dr] = exp[2z + In(z)] = ze®.

It implies IEZI% + re?E Ly — 1 e ;rez‘”% + (2r + 1)e*y = z is ezact.

T

Therefore, ai—{-y:rez‘r} = z. Integrating we get, yre®® = [zdr + c = zye®® = 2%/2 + ¢
So the solution is rye®® = 22 /2 + ¢ where ¢ is an arbitrary constant.

[Do It Yourself] 3.29. Solve the Ode’s: i) % + 3y = 3x2e—3z, ii) F + 4zy = 8z,
iii) 4 + rtan(f) = cos(f), iv) zdy + (zy +y — 1)dz = 0, v) ydz + (zy? + = — y)dy = 0.



3.2.4 Bernoulli’s Equations

» Bernoulli's Equations form: % + P(z)y = Q(z)y™ | Now y_“% + P(z)yt™ = Q(x)

» If we use the transformation |z = %'~ | then Bernoulli's Equations reduced to linear

equation. [Prove]

[Do It Yourself] 3.30. Solve the Ode’s: i) %—l—y =y, ii) %—% = —%2, iii) .T-% +y=
—2z%4 iv) dy + (4y — 8y~ )zdx = 0.

[Do It Yourself] 3.33. Consider the Ode: % + P(xz)y = 0. i) Show that if f and g are
two solutions of this equation and ¢y, co are arbitrary constants, then ¢ f + cog is also a

solution of this equation. ii) Show that if fi, fo,--- , fn are n solutions of this equation and
©1,00, -+ e are i arbitrary constants, then Zle c; f; is also a solution of this equation.

[Do It Yourself] 3.34. If f; be a solution of the Ode: 5% + P(x)y = Q;(x), i =1,2. i)
Show that if f1 + fo is a solution of % + P(z)y = Q1(x) + Qa(x). ii) Use the result solve
% + y = sin(x) + sin(2z).

[Do It Yourself] 3.35. Solve the Ode: (z +y+ 2)dy — (y + 2)dz = 0.
[Do It Yourself] 3.36. Solve (z%y* + ry)dy = dx.

[Do It Yourself] 3.37. Find the general solution of the Ode: (z* —y)dx+ (y* —z)dy = 0.

[Do It Yourself]| 3.40. Consider the ordinary differential equation :r% +y=mz 0<
x < 1. Which of the following is (are) solution(s) to the above?
(A)y=z/2. (B)ly=%5+3. (C)ly=5-32. (D)y=0.
[Do It Yourself] 3.41. Let y(x) be the solution to the differential equation :r‘i%—l—:lfy—l—
sinz =0, y(m) =1, = > 0. Then y(7/2) is
(A) 10(];!—:14}. (B) lZ(;—l—wd}_ (C) l4(ﬁr-l—:rr4}. (D) 16(1+a-r‘*}_

[Do It Yourself] 3.42. Solve the Odes: i) % +y = flz), = =0, y(0) = 2. Here
f(:}—{3 if 0 <z <m/2

cost ifx > m/2

3.2.5 Orthogonal Trajectories

» Let | F(x,y,¢) = 0]be a given one-parameter family of curves in the zy-Plane. A Curve

that intersects the curves of the above family at right angles is called an orthogonal trajectory

of the given family.

» So first we transform F'(zr,y,c) = 0 by its ode f(z, vy, %—} = 0 then replace ?f?_.y; by —%

and solve the ode f(x,y, —%} = 0. We will find the orthogonal trajectory G(x,y,c,) = 0.

» In polar co-ordinate: If F(r,#8, 55] = 0 is the trajectory = | F(r, 8, —?'2%?-,} = 0] is the

orthogonal trajectory.



Example 3.6. Show that the set of orthogonal trajectories of the family of circles =2 +y° =
a? is the family of straight lines y = max.

= The given family is * 4+ y* = a®.

Differentiate both side w.r.t. r we get, QI—I—Qy% = 0. It is the differential equation of the
given family.

Now the differential equation of the orthogonal family is 21+2y(—%‘§] =0= E} — % =0.
Integrating we get, In(y) — In(z) = ¢ = y = ez = y = mx. Here m is arbitrary constant.

[Do It Yourself] 3.43. Find the orthogonal trajectories of the following families: y =

2
cx?, ex? +yP =1, y= T x? — y? = ex®.

[Do It Yourself] 3.44. Find the orthogonal trajectories of the family of ellipses having
center at the origin, a focus at the point (c,0), and semi-major azis of length 2c.

[Do It Yourself] 3.45. A given family of curves is said to be self-orthogonal if its family
of orthogonal trajectories is the same as the given family. Show that the family of parabolas
y? = 2cx + 2 is self-orthogonal.

[Do Tt Yourself] 3.46. Show that the orthogonal trajectories of the family r? = csin(26)
is 72 = ccos(26).



