2.1 Game theory

In the world of business, conflicts of interest often arise b%ﬁfr}ccu competitors Op(.lclti}ng,
in the same field. To illustrate this, considfr two businessmen, A and B, who ar¢ P xc:ly

ers in a game of business. Each has seve;ﬁ executives, with A having A1, Ag, and 3;
and B having By, Ba, Bs, and Ba. J:[ﬁ,conttol their respective businesses, both P%a)";r

may only utilize the services of one é‘;ééuti&g at o time. The selection of a particulal
executive is a strategy, and ch?o"srfff’g\,pne strategy, ignoring the strategy taken by the oP-
ponent, is a pure strategy. Th@;;a qﬂga\.itﬁq}pl of seven exccutives to choose from, 0 thel:e
are seven possible pure snfategieeﬂforné}‘i'ﬁli player. Here we make two assumpt.lonﬁ (i)
A is a maximizing playery while H@;ﬂ minimizing player; and (ii) the total gain of Cfﬂe
player is exactly equal tcﬁthe total loss of the other, resulting in a net gain of zero 1.e.

- X0
ZEero sum game. \’"’{,{ CQ.,%&
R

R )”‘J“’

<

2.1.1/ Rectangular game

=

The possible outcomces of the game can be represented in a matrix, known as a payoff matrix
. 2 e
where each cell represents the gain or loss for each player, depending on the strategies cho-

sen. To illustrate this, let us assume that the gain or loss for each player is measured in
terms of rupee. Suppose that the payoff matrix is as follows:

o7
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B, By Bj B,
A, 10, —10 —5,5 —3.9 -3,3
Ay —5,5 8,~8 —4,4 =11
Az —-2,2 —4,4 6,—6 =33

. ) D
In this matrix, the first number in each cell represents the gain for player A, while

the second number represents the loss for player B. For example, if A chooses

chooses Bj, then A gains Rs. 10, while B loses Rs. 10. A\ -
® In general, if the player A takes m pure strategies and B takes n pure strate Si then
the game is called two person zero sum game or, m X n rectangular gamez(zero sunia the

total gain of one player is exactly equal to the total loss of the otheQ;’ If = Qﬁh'ﬂ the
game is called a square game. < /
i

B As the pay-off matrix of the player B (minimizin‘g.payer) i%the nega
matrix of A (maximizing player). So we can write;fh"‘é}ay—of‘f matrix (sa
A (maximizing player) is: 5,

ive o) the pay-off
%) in terms of

B,
Ay 10
Ao -5
A -2 —4% <6y -3
[ T

» Similarly the pay-off matrix of(lg is oM,

e B, B> B,
A Ay aii a2 b Qln
A2 R i Ap as a2 “e as
» In general, the pay-offymatrix“gf”4 is - =i ¥ n

. & : : 3

B Am am1 aQm2 Qmn
ﬁl‘}\e}e are n'ki-: n elements aij in the pay-off matrix which are the gains obtained by A from
1Y thgﬁp‘gvetm\ci\'re&o A and B’'s i.e. A; and Bj respectively for [i =1,--- ,m; j=1,--- n].
oz Pay-ofifiMatrix | A pay-off matrix is a real matrix (a;;) indicates the gain of the max-

imization player (Row player) for using the it" and it" move of the row (A) and column
(.E‘?)a%{ayéﬁfs respectively.
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2.1 2 Mil‘limax..

.tntes
L T i -Ch 5tat
o : 2 s m, WICH =
8t in o strategics for each playor, we use minimax th;!ol':r ,i.e- A) is to
choo, Zero-sum game, the optimal strategy for n maximizing p ay for &

se ; . - al strategy e
mlnimi:ihe Strategy that maximizes their minimum gain, while the Ollftlm;‘]l fres. ?:,‘
> Wh Dg player is to chioose the strategy that minimizes their maximt s al El_} th

en th : o is solve b
value of thee equality condition holds, wo say that the game problem £ the _maxlmﬁf n

Maximin Principle

.ﬁn'd the optimal

0sses’ for Bgnme is: ‘.maximum of the minimum gains’ for A = nninimumﬂ(;ﬂ dme gane>
be the l . Assumlng the existence of the value of the game, if the Vv al oir}‘ the
Pay- &e ement at of the pay-off matrix, the point (k,1) is called the saddle p -

Ol matrix,

ll'l.!l'(} nm_y bl}
?tmteg)’- The prin
18 known a5 the
and B’s pure m
Players are caj]

’ i P ¥ : 1 'h ure
more than one saddle point in a pay-off luul.r:x”’fmaﬁ,jj"‘",f‘ % p;?ints
ciple of determination of the value of a game aiid saddleROIR for A

T N o Fihé game-be Vi 10T
maximin minimax principle. Again,if tﬂeg}r&ﬂuc of the g by both
oves Ay and B, respectively tlle%t%; stratdgies Ag angig taken by
ed the optimal strategies for the’playy 3 3

Bi By, B

At 4| 6| -2
matriz

A 3 3

Az 4 5
minimez principle. I@

be taken by B)? Simz’la. A's pure move Az and Az minimum possible gains are 2 and
- >fore, as A has every right to select a move which will mazimize

: ill definitely select the pure move (strategy) As and for that his
i1l be 2 upits. His gain will not be less than 2 units at any case.

c:?dering B's point of view, if B selects his pure move B; the mazimum
' nits (independent of A’'s move). Similarly, for B's pure moves By, B3 and
tnazimum amount of losses will be 6, 5 and 2 units respectively. Therefore, as the
ultimaté aim of B is to minimize his mazimum losses, then B will definitely select the pure

oy By and the minimum loss will be 2 units. His amount of loss cannot be increased
any further. But it is interesting to note that the ‘mazimum of the minimum gains’ for A
is equal to the ‘minimum of the mazimum losses’ for B. Hence in this pay-off matriz or,
game the value of game ezxists and is 2 units. The optimal strategies are Az and By for
A and B respectively and (2,4)t position of the pay-off matriz is the saddle point of the

pay-oﬁ matriz.
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b In general, there exists no saddle point and the value of the game cannot be determined

by the above principle. ) ) o
> There may be more than one saddle point in a particular game and in that case optim

strategies are not unique.
B B, B

3

A 4 -2 1 7

[Do It Yourself] 2.1. Solve the given games: i) i)
4a) 8] 418

Az -3 4

Bl Bz Ba
A 6 3 =3 y
by using mazimum and/fpinimum
A -2 1 2 ,

1 6 0 —4
[Do It Yourself] 2.2. Show that the g 3 2 7 does not have
Az 4 -3 )

any saddle point.

Ay 4 2 3 5
Ay -2 e | 4 =3 | have
A3 5 2 3 3
Ay 4 0 0 1

) self] 2.4. Each of two players A and B shows one, two and three fingers
Wultapgously. The player B pays to A an amount equal to the two times total number
rs shown, on the other hand A pays to B equal to the product of the numbers of
finger shown. Form the pay-off matriz.

; If the value of the game be zero, i.e., no loss or gain for any player then
the game is called a fair game.
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2.1. GAME

‘ ity then the game
ﬁrictly Determinate Game|: If the value of game is a nor-l-zero' c!uan(tlt;y i) thelgl e
is called as strictly determinate game. If the value of game is positive (neg

game is in favour of the player A (B).

; € B
Theorem 2.1. Suppose f(z,y) be a real valued function of z,y deﬁned‘ f;??; :e: ﬁ;oy ’
where A,B C R. Now if both max minf(x,y) and min max f(x,y) ezis
‘ - x€EA ye€B yEB x€A

in f(x < min max f(x, v).
max min ( ,y)_YGB ma (x,5)

Proof. As f(z,y) < max f(z,y) and min f(2,y) < f(z,y) = min f(z,y)

i is i i < mi z,Y) .. (1
Now, min f(z,y) is independent of y = ggg f(z,y) < gélg max flz,y) ... (

; ! 0

< T .

Now from (1) we have, Iilea.}};(]:]é‘lg flz,y) < l;(lelg I;'le-'i} f(z,y)
[Do It Yourself] 2.5. Let [aij|mxn be the pay-o gRSOTL ZETO-SUM game.
Then using Theorem 2.1 prove that, max min gfag el = 1(1)m, j =

i J i
1(1)”" [ﬁin_t A={1=2!”' !m}s B={112:'” sn

2.1.3 Mixed Strategy

e move taken by other. In mixed strategy both
players A and B select t m ang oves simultaneously.
» Define a set of m ive quanbiti€s py,po,- - ,py, with 2?;1.'91: = 1. Now to obtain
a least possible gaj utilize the service of the moves A, A,, ..., A,, in such way
that A; performs total work will be done by the moves A4;, A,, ..., . -
Similarly if ¢ set of positive quantities such that > j=14j = 1 then B may
oves By, By,-- -, B, in such way that B; performs g; times of
ne by the moves By, By, ..., B,.
pi and g; associated with the i*", j** move of A and B respectively are
e probapilities of the respective moves.
e two variable vectors p=(p1,p2,"** ,pm) in E™ and q=1(q1,92, " ,qn)
¢ is always possible to determine some particular value of p and ¢ say p* and ¢*
the value of the game can be determined. Here it is possible to determine the
ue of ‘maximum of the minimum expected gain for A and the minimum of the
maximum expected loss for B'.
B | Pay off function| Let [@ij]mxn e the pay-off matrix for a two-person zero-sum game.
Then the pay-off function or, mathematical expectation of a game which is defined as
E (Es 9 = Z?:l ;-l_—.1 @i;Piq;, Where P, g are the mixed strategies for A and B respectively.
» In matrix notation, E(p,q) = p' Aq, where A = [ai;] the pay-off matrix.
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» If B takes his pure j** move only then the expected gain of A is given by Ej(p) =

Ziﬂ;laijpi: j=1:2:"' y I . .
» Similarly for particular ith pure move of A only, the expected loss of B is given by
E:(QJ = E}Ll Qijqj, i=12,-+,m.
W For any p, A is sure that his expected winning will be at least moin E(p,q). He then me

imizes the expression over p, so that his expected winnings will be at least mgx m&n E(p q)-

-‘ ”‘33

Example 2.2. Find the value of the game 41
Az

mized strategies.
= The problem has no saddle point for pure stmtet%y-
Let us try to solve the problem by using mized strafegi (P
n+p2=1, p1,p2 >0 and q+ag =1, 71,92 > 0 f a
the ezistence of the value of game we have D,
Ey(p) = 2p1 + 4p2 = 2p1 + 4(1 — p1), E2(p) = 3p1 — pa = 3p15, (3 — 1)

To determine the optimal values of p1, ps we Eve, 2p1 +4(1 2m) =v=3p1 — (1 —p1).
Solving we get, p; = 5/6(> 0). So, p5 = 1&5 pt = 1/6 and value of the game is v =
2p1 +4(1—p3) =7/3. \

Again considering from the B’s point offvi
Er(9) =2¢1+ 332 =21 +3(1 — q1
To determine the optimal values

Solving we get qf = 2/3(>(0)0a
a

we ‘have,

=49 — (1 —q).

; :.w%have, 2q1 +3(1 — ql) =v=4q — (1- q1)-
gy = 1/3 and the value of the game is v =

2q1 +3(1—gq}) =7/3.
Hence the optimal strat

76,1/6) and ¢* = (2/3,1/3) and v ="7/3.

» It can be verified ;11 ?zlaéjp'{q; = 2*%*.3..1.4*%*%4_3*%* % =
1xixl=1
Y =g
[Do It Yonrself] 2 the value of the following 2x2 games by using mized strategies.
3 B( By N B,
m,f{@ A1 @ —b | with a,b,¢,d > 0.

'k.\w“ f "

3
2.14 Graphical Method
B We already solved the 2 x 2 game without any saddle point through algebraically.

Although it is not possible to easily solve any m x n game algebraically. However, by
using graph, it is possible to reduce any rectangular game of order 2 X n or, m x 2 to a
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24, :

2 x 2 game and then solve it by algebraic method.

By By e B
» A 2 x n games looks like A an a1o =, ain |
Ay | an | ap| - a2n p %ﬁ’%
Without any saddle point, let the mixed strategies used by A be p = (p1,p2) and 5 g R
¢ =(q1,92;"** ,qn). Then the net expected gain of a A when B plays his pureﬁ?@tegy & ’
is given by Ej;(p) = ay;p, tagipr = aypy + az;(1 —py), 5 =1,2,-- ,n. AgDI Hp2 =§
e

so both p; and p; must lie in the open interval (0,1) [because if either Pror p2 =¥z1;%,
game reduces to a game of pure strategy which is against our assumption]. H\é_pce Ej(p) i1s
a linear function of either p; or p,. Considering E;(p) as a linear rmtlcg{l of pri(say), we
have from the limiting values (0,1) of p, E;(p) = az; if p1 =0 and E; ”);.;_‘_:.._ao?}j ¢f ;pp=1.
Therefore, Hence E;(p) represents a line segment join‘iﬁ%ﬁﬁ?e points ((t)’ az;)and (1,ay; ).

> : 1. Draw two parallel vertical lines with distance one unit length. Left one

represents the line p; = 0 and the right one is pi“"-—:\l S N
2. Draw n line segments Joining the points (O,QQ})\E& d (1,109 ~--,n. The
. 3

lower envelope of these line segments i
and the highest point of the lower envelope will give the maximum of minimum gain of A.

3. The line segments passing through the point corresponding to B’s two pure moves say

By and B, are the critical moves for B wh’iéh will maximize the minimum expected gain
of A.

4. Now after finding 2 x 2 pay-off nlﬁX&orreg
moves By and B, we can solve tha\;-._gaymﬁ' mat

A
ame. SO,
& o >
A -

ponding to A’s moves A; and A, and B’s
rix algebraically and find the value of the

Example 2.3. Reduce the following 2 x n game 41 3 2 s 8 |inio
Ag 2 5 "

-2
a2 x 2 game using graphical method and hence solve it algebraically,
= The given game does not have any saddle point, let the mized strategies used by A be
P = (p1,p2) with p; 4+ pa = 1 and both P1, P2 lie in the open interval (0,1). Also the mized
strategies used by B be ¢ = (91,92,43,q4) with q1 + qa + g3 + g4 = 1.
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Draw two vertical lines p1 =0, p1 =1

at unit distance apart.

Draw a line segment joining (0,2), (1,3).

This line correspomding to strategy B

It represents the expected gain of A flue
to B’s pure moves By. Similarly, we

draw lines gﬂB , By.

The lower envelop is yan colour
segment and the highest ptfﬁ ere 18

intersectio of Bz“and By.

Therefore, the gwi!n 2 x4 %‘fc% be
solved by so ‘Z‘Jwﬂ\y,{he 2 %@ ¢ Ay, Az
and B3, Bs. ‘So the RE‘Lb 2 X 3 game with

St ategzes ' f,B are q’ Cﬁ 0,93,94) 8

p1=0

pr1=1

O~ pwWwh OO @

S
W KN =

A -1 3

As 7 -2

matriz for A.

Let us try to solve the problem by mg ngstmtegzes p = (p1,p2) and q = (g3, q4) with
p1+p2=1, p1,p2 > 0 and g3 +€ 1‘~..‘ Q3“q4 > 0 for A and B respectively. Assuming
the existence of the value of \_}ne ave'
Ei(p) = —1p1 + Tp2 = —pp a0 7 p‘z) (p) = 5p1 — 2p2 = 5py — 2(1 — p1).

To determine the optima vaﬁles ofpl,pg we have, —p1 +T(1 —p1) =v=5p; —2(1 —py).
Solving we get P} =13/5( O)\Sa p5 = 1 —p] = 2/5 and value of the game is v =
—pi + 7(1 11/5'%. \}/

Again conszdemﬁ,\ from they «;.? point of view we have,

Er(q) = —1lgaat: 594\ g3 5( —q3), Ba(q) = Tq3 — 2q4 = Tq3 — 2(1 — g3).

‘E deterniine theif;itzma[/aiues of 43,44, we have, —g3 +5(1 — g3) = v = 7q3 — 2(1 — q3).

je get q3 \= T/15(> 0) and q; = 1llgf = 8/15 and the value of the game is
v=—g3 (1 —g3) = 11/5
W : Mstmtegzes are p* = (3/5,2/5) and ¢* = (0,0,7/15,8/15) and v = 11/5.

Bl Bg B3 -84

Example 2.4. Reduce the following 2 x n game A1 2 2 3 =1 |into a

Ay 5 3 2 6

2 X 2 game using graphical method and hence solve it algebraically.
= The given game does not have any saddle point, let the mized strategies used by A be
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= (p1,p2) with py +py =

1 and both py,py lie in the open interval (0,1).

Also the mized

strategies used by B be q = (q, 02,q3,q4) with q1 + g2 + g3 + @4 = 1.

= : ical linesp1 =0, pp =1
_nghe.st Pomtl Draw two vert at unit distance apart.
: Draw a line segment joining (0,5),

9 = 1+ s This line correspomding to strate '

[ o it ) It represents the expected gain of A due

6 6 to B’s pure moves By. Si tmy}\ we éﬂ.,.

5 5 draw Zzyges B,, B3: Bj.
] 4 3 = The lower envelop s tkexcyan colour
lc'li. 3 3| segment and the h ghc.st point’ her 15 the

2 2 L& intersdction OfxBé}\B and By.

1 1 fef"’f‘re the g’?;eliz 2 X\t=dame can be

0 < 0 So!ve by solviflg the 2 % Qﬁ)ne with A1, As

i - 1 and B2,B3 Bz,«B4, B3, B;. We can

2 + -+ 2 \dzscard Bg;B4 as same sign slope.

i b Fogrt So the two new 2 x 2 game with
[ Lower Envelope] stmtegzeswf»B are ¢ = (0, g2, ¢3,0) and
\ = (0,0, q3,q4) are respectively

B, Bj B3 B4ﬂ\
—
A 2 3|and A1 3¢ ~-~.‘%\}: 'L-,.\;‘-The problem has no saddle point for pure
As 3 2 Ao F’ 2% b 6 -
AR\
strategy in the pay-off ma TiT for 4 Yo7

For the First matriz, let és try to@ol the problem by using mized strategies = (p1,p2)

and g = (g2,93) with pr+:p2 = 1, p1,p2 > 0 and g2 + g3 = 1, qa,q3 > 0 for A and B
respectively. Assummg the eqstence of the value of game we have
Ei(p) = 2p1 +,3p2 = 2?3'1 +3(=p1), E2(p) = 3p1 + 2p2 = 3p1 + 2(1 — py).
To determin the optzmal walues of p1,pa we have, 2p; + 3(1 — p1) =v=3p+2(1 —py).
Soivmg/we et pl = /2(> 0). So, p} 1 — p] = 1/2 and value of the game is
i{ = 2pT + 3( 1“‘ ‘5/2

YAgain) conszdemrfg from the B’s point of view we have,
Eq(q) =2¢2 + 303 =

2q2 + 3(1 — q2), Ez(q) = 3¢2 + 2g3 = 3g2 + 2(1 — go).

&’ﬂ*detgemzne the optimal values of qz,q3, we have, 2¢2 + 3(1 — g2) = v = 3q2 + 2(1 — P).
Solving yue get q5 1/2(> 0) and g¢3 1|q} 1/2 and the value of the game is

U= 2q;; 3(1 —¢q2) =5/2.

\I(finfféythe optimal strategies are p* = (1/2,1/2) and ¢* =

(0,1/2,1/2,0) and v = 5/2.

For the second matriz, let us try to solve the problem by using mized strategies p = (p1,p2)

and ¢ = (g3,q4) with pr +p2 =1, p1,p2 > 0 and g3 + g4 = 1, ¢3,q4 > 0 for A and B
respectively. Assuming the existence of the value of game we have
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Ey(p) = 3p1 + 22 = 3p1 + 2(1 = 1), Ba(p) = —1p1 +6p2 = —p1 +6(1 —py).
To determine the optimal values of p1,pz we have, 3p1 + 21-p1) =v=—p1 +6(1 "Pl)'-
Solving we get, I = 1/2(> 0). So, py = 1 —p; = 1/2 and value of the game 18

U=3p;+2(l—p;)=5/2. . .
Again considering from the B’s point of view we have,
Ei(g) =3g3 — 1ga =3g3 — (1 — q3), E2(q) = 2g3 + 6g4 = 293 + 6(1 — g3). (‘
To determine the optimal values of g3, qa, we have, 3q3 — (1-g3)=v=2¢3+6(1—¢ b
Solving we get g5 = 7/8(> 0) and g; = 1llgf = 1/8 and the value of the g {e is
v=23g3—(1-q3) =5/2
Hence the optimal strategies are p* = (1/2,1/2) and ¢* = (0,0,7/8,1/8) and" = 5/
Here multiple optimal solution exists. A

B We can solve m x 2 games in a similar way.

' q\(j D to a2 x 2 game
Example 2.5. Reduce the following 3 X 2 game 4 5, : into a g
2

As 0 4] -2

A

using graphical method and hence solve it algebrgz’caliy.
= The given game does not have any s_cﬁdle point, let the mized strategies used by B be

q = (q1,q2) with g1 + g2 =1 and both qT, @ E’E"-E;’p%he open interval (0,1). Also the mized
strategies used by A be p = (Pl:p%fm%h m+p2+p3=1.

)

Lowest Point

Draw two vertical linesqy =0, u =1

at unit distance apart.

Draw a line segment joining (0,—3), (1,2).

This line correspomding to strategy A;.

It represents the expected gain of B due

to A’s pure moves A,. Similarly, we can

i draw lines As, As.
The upper envelop is the cyan colour

\

q1 =0

O 2 N wWwbh O N ®

o . .
segment and the lowest point here is the
intersection of Ay and As.
Therefore, the given 3 X 2 game can be
-1 solved by solving the 2 X 2 game with By, By
SR and Ay, As. So the new 2 X 2 game with
-3 strategies of A are p = (py, p2,0) is

Upper Envelope
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Bj By
Ay 2 -3 |
A, -2 5

matriz for A. .
Let us try to solve the problem by using mized strategies p= (p1,p2) and q = (9‘1; q %)

The problem has no saddle point for pure strategy in the pay-off

the e:czstence of the value of game we hrwc [/ |
Er(p) = 2p1 — 2p2 = 2p1 — 2(1 — p1), Ea(p) = —3p) + 5pa = —3p; + 5(1€5:""P4) Q.
To determine the optimal values of p1, p2 we have, 2p; —2(1 —p;) = v = —3p'}+5(1 7' 1)-
Solving we get, p{ = 7/12(> 0). So, p} = 1 — p! = 5/12 an aiue of fhe»,,game is
v =2p} — 2(1 - p}) = 1/3.

Again considering from the B’s point of view we hav P _
Ey(q) =201 - 3¢2 = 291 — 3(1 — 1), Es(q) = —2gf + 502 ‘,‘- 2q1 + 1-*;qu1)
To determine the optimal values of qi,qz, we have,: 2q1 — 3(L=q1) = v, = —2q1 +5(1 —Q1)
Solving we get g7 = 2/3(> 0) and g3 = 1|¢} = 1/3}: d the valua)f the game is v =
291 -3(1-q1) =1/3. '

Hence the optimal strategies are p* = (7/12,5/12,0) and“’d‘iﬁﬁ'@/?), 1/3) and v=1/3.

B3 By

[Do It Yourself] 2.7. Reduce the gc’fgws z) Ay 2 2 3 -1

"Ag A 3 2 6

nom ay C,/\\ |
1 )D

ii) Ay 1 f T&binto a 2 x 2 game using graphical method and hence
Ag 2 <{5‘ 4\‘\ z‘\

F\.

solve it algebrdically. [G'U 927 98]
AN &

B, Bs
A 1 -3 |

B, Bs
As 3 5

Ay 2 7
,ii) As 5] 6

As 3 5
Ay i 1

A3 11 2
As 2 2
Ag -5 0

into a 2 X 2 game using graphical method and hence solve it algebraically. [CU 88, 86]
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1.1.5 Dominance Property

B The principle of dominance in Game Theory states that if one strategy of a player
dominates over the other strategy in all conditions then the later strategy can be ignored.

» The concept of dominance is useful in two-person zero-sum games when there 7 a saddlem '
point.

» |Row Dominance |: If all the elements of a row (i) are less than or equal to the corre- 4
sponding elements of any other row j, then the row (i) is dominated by row (j)<and can i ._
be deleted from the matrix. o *‘1.,_

» [Column Dominance | If all the elements of a column (k) are greater thﬁ% equal ‘to”
the corresponding elements of any other column ([), then the column £ is dommated y
the column j and can be deleted from the pay-off matrix. ( Q D é}’

» Using this property the game may be reduced to 2 x 2,0r5v~2 XM o 2 ga \é so that
it can be solved easily. )}

el

_,?Ai 10| &5 5 20 4
Example 1.6. Reduce the given 4 X 5 gam &g‘lz 11 15 10 17 25

Ao, \

by using dominance proper'tye"“nd hence i}ve it. [CU 94/

can discard rows A3, A4\ ‘and th

rés ulting matriz is
\)st

“‘\'«1-5/ 5 20 4

= As row As dommates both S/Ag and Ay4. Therefore, by using dominance property we

15 10 17 25

4

As 10 25

Again row Az dominates A;. Therefore, by using dominance property we can discard

14 CHAPTER 1. GAME THEORY & NETWORKING
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Bj Bs

rows A, and the resulting matriz is s 10 25

In this matriz, column Bs dominates Bs. So the value of the game is 10 at (Ag, Bj)
and (2, 3) is the saddle point. ~

1.1.6 Modified Dominance Property “'ﬁl

&

ﬁ(‘ﬁ?‘ v“t%}f
» | Row Modified Dominancel: If all the elements of a row (i) are Jess t}fa'i:"fhsp?’-‘eq al to the
corresponding elements of the convex combination ofssome’other rows] the‘ﬁaﬁ}{e row (i) is
dominated by all those rows and can be deleted _;ém the ﬁﬁy—oﬂ' matflx
» | Column Modified Dominance I If all the eler‘r'iié}fl_t_;_g of a column (k)ﬁfe greater than or
equal to the corresponding elements of the conve}ﬁlfb":gr_p ination of.some other columns,
then column k is dominated by all those columns an\‘azi‘_cqn be deleted from the pay-off
matrix. \(\?\”

) 4

-,

ST
( /y}‘\ \ 1 [ 2] =1 @2
V:} i/ *1-".?:‘:
Example 1.7. Reduce fghg“?wen 4{9%4 game A2 3 1 2 3 | by using
P o
O Q As 0 3 2 1
A X,
A 4 As | =-2| 1 1 -1

/\."’-:\ .“-.\..".» A
dominance/ ?‘ﬁ"c)dg;,ged djﬁ@nﬁnce property and hence solve it.

Ty b W
& e

j%;; Asfrow Az\“do_minates (=) A4. Therefore, by using dominance property we can discard
w Al %fd the resulting matriz is

M==p B, By By

1 2 -1 2

3 i 2 3

0 3 2 1

The Cotumn B‘l dominates (S) B4 The?‘efore, by usgng dominance pmperty we can
discard column B4 and the resulting matriz is
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B, B; B3

Ay 1 2 -1
Az 3 1 2
Az 0 3 2

Again conver combination of rows i.e. 1A2 + 1A3 dominates (>) Ai. Therefore,
by using modified dominance property we can dzscard row Ay and the resultin mafc&;

B1 Bs B3 "‘K‘{)\

As 3 1 2

...... L
Az | o 3| 2 C—\k*_)%

s u\\

Also conver combination of columns i.e. %B;} 1B do}rimates (<})B Therefore,
by using modified dominance property we can dzsca;a%q I'u.m B3 *d‘ni ff;% resulting matriz
By Bp :

is A2 3 1
As 0 3 &

Piing|

The problem has no saddle point U)ﬁor»,pure stmtegy tn the pay-off matriz for A.
For the First matriz, let us try to solve th?pr”&fg\im by using mized strategies p = (p2,p3)
and ¢ = (QIaQQ) wzth P2 +p3 = 1-""555‘2":193 >%§3 and g1 + g2 = 1, q1,q0 > 0 for A and B

s

Ex(p) = 3p2 + Ops = 3ps, E!@ 11{3 + i;,a = pa +3(1 — pa).
To determine the optzmalﬁ?alues of p2,ps”we have, 3ps = v = pa + 3(1 — p).
Solving we get, p3 = 3/5(> 0):250, p3 =1—p3 =2/5 and value of the game is v = 3p% =
9/5. 5“\{ > “

£ 7
Again consideri ﬁ.}fmm the &B s, point of view we have,

strategies are p* = (0,3/5,2/5,0) and ¢* = (2/5,3/5,0,0) and v = 9/5.

[Do It Yourself] 1.9. Solve the game problem by reducing it into 2 x 2 problem using
dominance property. [CU 87]
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B By B3 By Bs

A 0 0 0 0 0
A 4 2 0 2 1
As 4 3 1 3 2
Ay 4 3 4 -1 2

[Do It Yourself] 1.10. Reduce the following game to 2 X 2 game by modified doiﬁ‘an
property and then solve it. [CU 90] k! -,

Bl B2 BS B4

A 3 2 4 0
Az 3 4 2 4
A3 4 2 4 0
Ay 0 4 0 8

[Do It Yourself] 1.11. Use dominance gﬁd modified dominance property to reduce the
By & B‘f\\ By By

J/‘ A,
p g

At (3 | 2R} 1| 2
pay-off matriz given by A:ﬁf; /m 3 = 2 2 into a 2 x 2 and find the
® P41
LT a2 i
ﬁ,\( Az t\&éﬁ, ~2 -1 2
mized strategies f‘?}A ar?“dﬁ\}% and the value of the game. [CU 84)]
_-:.é:_.\ \'t’\\ 4
“"C:;:-ﬁ }ﬁ“
f‘"\-‘ﬁ* \;::"\ a
1.1.7 Game theory to LPP

", “'\:;t:

Theo e/‘ﬂfﬂlfi‘?y?how That every two person zero sum game problem can be converted into
’% a j@P. \

2

1.3. If we add a fized number (positive/ negative) to each element of a pay-off

Theore
“matzpif the optimal strategies rematn same, while the value of the game will be increased
bysthat number.

O

Proof. Suppose the pay-off matrix is [ @ij Jnxm and let the mixed strategies taken by A
and B are P= (.plsp2) T :pm) with E;ilp'i = 1, with Di >0 Vi and q= (q17q2: wiae !qu)
with E;-n:l gi=1,¢;20,Vj respectively.
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e is given by E(p,q) = >_i1, E?:l Qi;Pig;-

So after adding a number k to each element of the pay-off matrix, the pay-off function
e a . Bk =Y, S (ai + K)pig; = ™oy 6P +

of the new game is given by: E*(p,q) i=1 225=1(8ij Diq; i=1 2j=1 QijPid;

kYT S pig; = Bp,g) +kasEpi=12.¢=1.. (1) |
WLOG we can assume that (a;; + k) > 0 Vi,j. Then the value of the second game exist

and unique if it is optimal strategies be p*q* for the second game, then its value of (;
game is E*(p*,¢*) = maz min E(p,q) = EFp*,q*) +k .

So, the pay-off function of the gam

Again, maz min E*(p,q) = maz qu’n E(p,q) + k.
q
Therefore, it implies maz min E(p,q) = E¥(p*,¢*) ... (2)
q

Similarly, we can get min mazx E(p,q) = E*(»*,¢*) -.- (3) - &,

q =2 B 2 b"',';'.

So, from (2) and (3) we can say that the value of original game al{c’:’ex:\sts_&%nd unique,

the optimal strategies for both games remain same and, fromj(1) we an ay that! value of
| 7

the second game is only increased by the number k. & =
aij +ES 0, Vi, 5. O
fjx_.;:;:?’-*.:.

In a similar way, we can also show that the relatiqﬁ@:iké_h_ﬂalso va‘;lj’di{fhk

=N
By ..;2}.\
Example 1.8. Solve the game problem A 2 1 }jy converting it into LPP.

AL -1 3
5

y.
= The value of the game may not be‘positive. Adding 2 to each element we get a

pay-off matriz whose values will be essentially positive and solving the new problem we can
s LS

¥

D {
find the value of original gg\@?em. Sqf.-?t_,fszpay off matriz transform to A1 4 3
2, -

A X Ay | 1| 5
Let the optﬂmal s\t\‘”n’f‘t‘e‘g_ies fé? A is p* = (pi,p5) and B is ¢* = (41, q3). Now consid-
Y wcan be\reduced to

Mazimize, qo = ¢} + ¢4
Subject to,
4q7 + 3¢5 < 1
¢, + 5q¢5 < 1
a1, q3 = 0.

If Maz qo = 2=, then the value of the game of the original problem will be v* — 2
and the optimal solution q;‘ — q}*v*, P = p;""v*, i, =1,2.

Introducing the slack variables qj,q; one in each constraint, we get the following
converted equations.

18 CHAPTER 1. GAME THEORY & NETWORKING



1.1. GAME THEORY Sourav Rana, Visva-Bharati

4q, + 3¢5 + 4} ;=1
¢, + 54} +q3=1

Here the coefficient matriz contain a unit basis. The adjusted objective function zzs

given by: Mazimize, qo = g} + g5 + 0.g5 + 0.¢4. |
Now we will construct the simplex table to solve the given LPP.

Cj 1 1 0 0 A
Basis B| b ax ao as aq Min Rafz‘o"‘"‘%‘?gh\ _,
a3 0] 1 4 3 1 0 1 {,3 -—«0 33 \;7?
e O 1 1 () 0 1 _f /6= PR 3
zi—¢ | 0] -1 [1] o 40 [N ‘Ei:i._ }
az 0] 2/5 | (17/5) 1 £Q3/5 (2;5)/(17/5‘)";_ 217 <+
a2 1|1/5] 1/5 0 15" (/s =1

ap  1]2/17| 1 5/17 —3/17
e 1]3/17| o 17 4/17
zi—c¢ |[5/17| 0 00 4/17 1/17

0
1

zi—c | 1/5 | |-4/5] © 0 1/5
7
1

e~
So Maz g = 2 = L {'say)Lat\gl =<y =4, ,
The value of the omgmaZ game s v* . 2‘12«:%* =1 at g:{ = g*v* = 2 and qg’ =gpvt = S,
Now usmg thf duality theary, Ve ﬁ; Y = 14_7 and py = _11_7 So, p} = pv* = % and
=gk = 5 ?fﬂ @y
Therefore, the optima stmtegzes are p = (% %), i = (%,%) and the value of game is
= 5 "’:fh
[Do It Yourself] 2 12.\.Dste?‘mme the optimum strategies of A and B from the pay-off
M“Bl BY
- /
\ 2 1T 7
: using LPP. [CU 90]
) 3 5
11 2
By By Bj
Ay 1 -1 -1
[Do It Yourself] 1.13. Solve the game problem by LPP [CU 91]
Ay -1 -1 3
Az -1 2 -1
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