2.4.2 Discrete Random Vector

| | Probability Mass Funetion or, PMF |: The collection of positive numbers {p;;} satisfy-

ing P(IX =2, Y =y;) = py;, forall i, j and i+ = 1, 15 called the joint probability mass
g P( ; Yi) = pij 2J pij =1, joint p v
ij=1

function (pmf) of [ X, 17).
» P(X =z,Y =y;) =py = Flz,y) =P(X <z Y <y)= >  py

Ty SEY Y

» If {p;;} be a collection of nonnegative real numbers with Z pij = 1 = {p;;} is the
ij=1
PMF of some diserete RV (X, V).

Example 2.13. A fair die iz rolled, and o fair coin is tossed independently. Let X be the
face value on the die, and let Y be the number of head appears. Find the DF F(x.y) of
the bivariate random variable (X,Y).

= Here X can take values 1,2,--- 6 and V' can take values 0,1. The bivariate random
variable (X,Y) ean take values: {(i,j): i=1,---,6; j=0,1}.

Since both are fair: P(X = =Y = y) = {5 where x = 1,--- ,6; y = 0,1. Therefore
Flr,y)=P(X <z,Y <y) is

i

0 ifr<1l, yeR
0 ifrel, y<0
1/12 ifl<zr<2 0<y<1 [0 ifr<l, yck zcR, y<0
1/6 ifl<z<2 1<y 1/12 ifl<zr<?2 0<y<l
1/6 if2<zr<3 0<y<l |1/6 ifl<z<?2 1<y 2<z<3, 0<y<l
1/3 if2<z<3 1<y 1/4 if3<r<4, 0<y<l
Hﬂm==”5 f3<r<4, 0<y<l_)1/3 i2<r<3 1<yd<z<s 0<y<l
' 1/2 if3<z<d, 1<y 5/12 ifs5<r<6, 0<y<l
1/3 ifd<z<5 0<y<l |1/2 if3<z<4, 1<y b6<z 0<y<l
2/3 ifd<xr<h 1<y 2/3 ifd<r<h 1<y
5/12 if5<r<6 0<y<l |5/6 ifs5<zr<6 1<y
56 ifs=r<6, 1<y 1 ife<r 1<y
12 if6<z, 0<y<l )
1 ife<zr, 1<y

\

| |M&rg‘inal PMF |: Let (X,Y) be a two-dim RV with PMF: |p;; = P(X =2, Y = 35) |
» The marginal PMF of X is (p; =377, pij = 2 ;0 P(X =2, Y = ;) = P(X = ;) .

» The marginal PMF of Y is (p; =3 0, pij = 2 iy P(X =2, Y =y;) = P(Y =y;) |
» Marginal PMF's are univariate, o we can easily find the DF's of marginal distributions.

» The RV's X and Y are said to be independent if| PX=xY=y)=P(X=1x)P(Y =y) |
Le. pij = pipj-




Example 2.14. Consider the Example 2.13, write doun the joint PMF of (X.Y) in
tebular form or, matrir form. Henee find the marginal PMF of X and V.

= Here X ran foke values 1,2,--- 6 and Y can fake values 0,1, The bivariate random
variable (X,Y) ean take values: {(i,j): i=1,---,6; j=0,1}

Since both are fair: P(X =2,Y =y) = ﬁ where = 1,--- ,6; y=0,1. So the table is:

x
v 1 2 3 4 5 6
DX L L L L T
12 12 12 12 12 12
il L 1 1 o1 1
12 12 12 12 12 12

Table 2.1: Joint probability distribution

L The marginal distribution table is asz follows:

v 11 2 3 4 5 6 P(Y=y)
plL L L L L L 1
12 12 12 12 12 12 2
1fLr L L 1 1 1 1
12 12 12 12 12 12 2
PX=x)|§ 5 § s 5 & 1

Table 2.2: Marginal probability distribution

The marginal PMF of X, shoum in the row representing column totals and the
marginal PMF of ¥ is shoum in the column reprezenting row totals.

1/6 —123456 /2 ify=0,1

[Do It Yourself] 2.69. A fair coin iz tossed three times. Let X = number of heads in
three toseings, and Y = difference, in absolute value, between number of heads and number
of tails. Write down the joint PMF of (X,Y') in tabular form. Henee find the marginal
PMF of X andY . Are X and Y independent?

[Do It Yourself] 2.70. Verify if f(r,y) = I—{';__Q—I], r=01--,y, y=01,--- . ™ isn
joint pmf of (X.Y) or, not. If it is a joint pmf then find the marginal pmf's of X and Y.
Are X aﬁ:d ‘}" mdependent?

i 95 ey~ 2 5 (1)~ !

[Do It Yourself] 2.73. Let X and Y have the jﬂint probability mass function
PX=nY=k=(1)""* " n=—k—k+1,---;: k=1,2,---. Then E(Y) equals
(A)1 (B)2 (C) 3 (D) 4.

i : PO =) = X2 (D7 = ()7



2.4.3 Continuous Random Vector

| |P1'Dpertjes of PDF |: i) f=0,¥(x,y); i) [ [T flz.y) drdy=1.
% i) Follows from the definition. i1) Follows from F(so,00) = 1.

» If F' is abs. continuous and f is continuous at (z,y) = | flz,y) = %ﬂ .

» Every non-negative function f that is integrable over B* with [~ [™ f(z,y) dr dy = 1
is the PDF of some bivariate continmous BV (X, Y).

Example 2.15. Let (X,Y) be a bivariate RV with joint PDF: f(r,y) = e =¥ 2 y > 0.
Then find the DF F(x,y).

x y
= We know that, F{x,y) = f [ f flu, 1r]d'v] du. Therefore,

0 ifr<0 yeck
F(z,y) = {0 ifreR, y<0
Jy e du [ e "dv if0<z<oo, 0<y<oo

Flr,y) = (1—e*)(1l-eY) ifxr=0 y=0
v 0 Otherwize

W | Marginal PDF |: Let (X.Y) be a two-dim BV with PDF: | f{z, y)|.
» The marginal PDF of X is| f.(x) = fg__m T, y)dy |

» The marginal PDF of Y is| f(y) = [~ flz,y)dr

» Marginal PDF's are univariate, so we can easily find the DF's of marginal distributions.
> The RV’s X and ¥ are said to be independent if | f{z,y) = fz(z) fy(y) |

[Do It Yourself] 2.74. Verify if f(r.y) =2, 0 < x < y < 1 iz a joint pdf of (X.V)
or, not. If it iz o joint pdf then find the mamginel pdf's of X and ¥'. Are X and ¥V
independent ¢

1 [l o0 1
[Hint : 2dy dr=1; fyir) = fle,y)dy = 2dy =2(1 —2); 0 < x <
ma [ ] = /

=0 Yy=—oxn T
=3

y
1. fyr(y) = flz, y)dr = f 2dxr =2y; 0 < y < 1. Not independent|
T=—00 o
[Do It Yourself] 2.75. Verify if f(z,y) = 2 "Y, 0 < r < y < oo is a joini pdf of
(X.Y) or, not. If it is a joint pdf then find the marginal pdf's of X and Y. Are X and ¥V
independent ¢

[Do It Yourself] 2.78. Let (X.Y) have the joint PDF f defined by f(z,y) =
the square with eorners at the points (1,0),(0,1),(—1,0) and (0, —1) in the (r,
and = 0 otherwise. Find the marginal PDFs of X and Y.

[Hint : f(z,y) =3, if |z[+ |yl <1]



2.4.4 Conditional distribution

W | Conditional PMF | Let (X,Y) be a discrete random variable.

» If P(Y =y) > 0, the function | P(X = z|]Y =y) = ﬂ% | for fixed y is known as
the conditional PMF of X, given ¥ = .

» If P(X = ) > 0, the funetion | P(Y = y|X = z) = ﬂ’,‘i{j.%‘;?’l | for fixed T is known

as the conditional PMF of V', given X = 1.

O If X,V are independent P(X =z|Y =y)=P(X =) for P(Y =y) = 0.

O If X,V are independent P(Y = y|X =z)=P(Y =y) for P(X =x) = 0.

» Combining: If X,V are independent then P(X =2,V =y) = P(X =2)P(Y =y).

[Do It Yourself] 2.81. Consider the Erample 2.13, write down the conditional PMFs:
P(X =z|Y =0), P(X =z|V =1}, P(Y =y|X =1), P(Y =y|X =5).

[Do It Yourself] 2.82. Consider the Example 2.70, write down the conditional PMFs:
F(X =z|Y =y) for fired y, and P(Y = y|X = x) for fired x.
[Hint : Easyl

[Do It Yourself] 2.85. For the trinomial RV (X,Y) with PMF as follows:

PE‘Y =Y =y = zly! n:ll!:—'g,r 5PTP§|:1 L pzjln—::—y’ where .,y = 0,1,---,n f’w;.m
r4+y=n),0<m=<1, 0<pz =<1 50 that py + pz < 1. Show that it is @ PMF. Find the
marginal PMFs of X and Y and the conditional PMFs.

Hint : FEasy|

B | Conditional PDF | Let (X,Y) be a continnous RV [Note that, P(Y =y) = 0].

» The conditional DF of a random variable X, given ¥ = y, is defined as the limit

Fxilzly) = hlim P(X < z|Y € (y — h,y + h]), provided the limit exists. We define the
—+ 0+

conditional density funetion of X, given ¥ = y by fxy(z|y) as a nonnegative function
satisfying | Fxy (zly) = [T fxp(tly) di| for all = € R.

» Note that: [©° fxy(zly) dr = Fxy(coly) =1.
» Taking h — 0+, we can show that: The conditional PDF of X|¥ =y is

fxw(zly) = 7—}—2& it

» Similarly, the conditional PDF of Y |X = = is | fy 1y (y|z) = f—’?:—{'%”—] _

Example 2.16. Let (X,Y) have the joint PDF

2

clrzy+ %] ifl<=r<1,0=y=<2
f{fﬁyj= [ 2] .

0 Otherwise
Find e, P(X < 1/2), P(Y < 1/3), P(0.5 < X < 1,0 <Y < 1), P(Y < 1|X < 1/2),
P(X=Y), P(X <Y), P(X +Y < 1), P(XY < 1/2).
= Since f is a pdf = f:=n L flr,y)dedy =1=c=2,
So, flz,y) =3[ry+ L], 0<z<1,0<y <2



O Marginal distributions are fxix) = f;:u flz.y)dy = %{EI +1%), 0= <1
and fy(y) = [l f(zy)dy = HE+1), 0< “y<2

Therefore, P(X < 1/2) = [1/3 2 fx(z)dr = &, P(Y < 1/3) = [\/3 fr (y)dy = .
OPD5<X<1,0<Y <1)= jy o I‘=ﬂ_5 flz, y)drdy = 0.25.

- PiX< ¥ J I
Py < 1|X <1/2) = Hp5Lo =l — 8065 — 0.2857,
OPX=Y)=0, zsince cﬂnt;muaus distribution. .
Drow region, P(X < Y) = [ [* flx.y)drdy + [, [}, flz,y)dedy =1+ 1L = 1.
POXHY <) = [y 2 fn i~

P(XY < 1/2) = f;i'g L flz,y)drdy + fy-m JA2% f(2, y)drdy = 0.11 +0.16 = 0.27.

[Do It Yourself] 2.87. Let X and Y be continuous random variables with the joint
probability density function

r+y, fl<r<l0<y<1
flz,y) = ’ 7
0, Otherurise

Then PIX +Y > %:I equals

(A) 23/24. (B) 1/12. (C) 11/12. (D) 1/24.

[Do It Yourself] 2.95. Let the joint density function of (X,Y) be
elr+y), if-r<y<r0<z<l,

fla,) = {n |

. Then find the value of e.
otherwize.

Hint : Eﬂs;t;.r]

[Do It Yourself] 2.96. Let the joint probability mass function of random variable X and
Y be given by P(IX =m.Y =n) = —(% m=012---.nn=0,1,2---. Find
the marginal probability mass functions of X and Y. Also, find the conditional probability
mass funetion of X given ¥ =5, ami that of ¥ given X = 6.

— _1 ;
Hint: P(X =m) = Zn_um Zn—m'{n:ﬂwz m 3 no nlgnﬁ]

[Do It Yourself] 2.97. Let X and Y have the joint probability density function
_[1.2_'_2.!"-'}}
flz.y) = CTYe , fr=0y=0,
4l 0, otherwise,
Hint: P(X?>Y?) =P(X =Y) as all positive]

. Evaluate the constant ¢ and P(X? > Y?).

2.4.5 Independent Random Variables

B Two RVs X.Y are independent iff | Fl(z,y) = Fx(z)F(y), ¥(z,y) € B? |

» The BV's X and V' are independent iﬂlP{X EAY e Ad)=PXecA ) PY A
for all Borel sets A. on the ¥ — arie and A, on the y — axris.

» The DRV's X and ¥ are independent iff | PIX =2V =y) = P(X =2)P(Y =) |

» The BV's X and Y are said to be independent iff | fz.y) = f=(x)fuly) |
O If X, Y are independent P(X =z|]¥Y =y)=P(X =) for P(Y =y) = (.
[ If X,Y are independent P(Y = y|X =x) = P(Y =y) for P(X =x) = 0.

> A degenerate RV is independent of any RV.

I Xy, Xs, --- A, areindependent = every sub-collection X;, , Xy, --- (X, of Xq, Ko, ---
is also independent.

;X'n



[Do It Yourself] 2.99. Let X and Y are jointly distributed with pdf

fg {1 <
' 0 Otherwise

Then show that X and Y are not independent but X and Y are independent. Erplain
the reason.

[Hint : FEasy; P(X? < 2,Y* < y) = P(-vVZ < X < Vo, - T <Y < ) =
TV 1Y . y)dy dx = VE/5; Show F} (2) = V]

| |Identie&]l}f Distributed |: Two BEVs XY are identically distributed if X and Y have
the same DF ie. Fy(z) = Fy(y).

» Two RVs XY are independent and identically distributed (iid) if they are independent
and identically distributed.

e If P(X =Y) =1, we say that X and ¥ are equivalent RVs.

e Note that, equivalent EVs has equal event sets whereas for identical distribution the
probability of events are equal.

» Two RVs X,V are exchangeable if | (X, Y) 4 (V. X)) |i.e (X,Y) and (¥, X) are identically
distributed.
e If XV are exchangeable EVs = X — ¥ has a syvmmetrie distribution.

[Do It Yourself] 2.100. Let X;, X, be iid RVs with common PMF: P(X = +1) = 1.
Take Xy = X X5, show thaet X, Xo, Xy are poirwize independent but not independent.
[Hint: P(Xa=1)=P(X1 =1,X2=1)+P(X1 = -1,Xo=-1)=1, P(Xa=-1) =
%.. Pl:X] - I,Xg - 1:| - P{Xl - 1,X1X‘g - 1:| - P{Xl - I,Xg - 1:| - % - P{Xl
1)P(X3 =1)]

[Do It Yourself] 2.103. Let X, X,,--- , X, be a set of erchangeable RVe, Then show
thatE(%ﬁ—) =L forl1<p<n.
[Hint : E(i’iﬁu?‘) =1= E(x—x&;r) +E(x—x'£Lr]+‘ +E(I_£&L£_)
i 1t+HAgtin 1t+Agtin 1+igtin R e
X9 _ X _ 1
1= “E(xl+xz---+xn) =1= E(x1+xg---+xn) = 7l

[Do It Yourself] 2.104. Let (X, X2, X3) be a RV with joint PMFE: f(x), 22, 13) = } if
(11112113) € A, where A = {{ID~D]3{D I:D}'. (ﬂD,l}l:l..l 1)} Are XI:X?:XS iﬂdE‘PE‘ﬂ-
dent¥ Are X1, X3, X3 pairwise independent? Are X; + Xz and X3 independent?

[Hint : P(X; =0) = f(0,1,0) + £(0,0,1) = &; P(X; = 1) = f(1,0,0) + f(1,1,1) = }]



